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Executive Summary

The Polar Ice Prediction System (PIPS), based on the Hibler dynamic/
thermodynamic sea ice model, was developed as an upgrade to the existing
sea ice products available at the U.S. Navy's Fleet Numerical Oceanography
Center (FNOC). It was also designed to provide new sce ic pr :......hat
could be used a, guidance by the Naval Polar Oceanography Center (NPOC).
The operational testing of PIPS showed that the ice drift from the model was
excessive in magnitude when compared to ice drift from Arctic buoys. As a
result, the PIPS forcing was changed from planetary boundary layer model
winds to geostrophic winds calculated from forecast surface pressures.
Resultant PIPS ice drifts were more accurate than those calculated by the

* existing operational model-the Thorndike and Colony free-drift model. The
operational test also indicated a need to reduce the model time step from
24 to 6 hours. Reducing the time step allowed for better resolution of
atmospheric heat fluxes and improved the model's capability to predict ice
edge location. PIPS results also showed great improvement when updated by
an ice concentration analysis for the Arctic derived by NPOC. This updating

* technique is now an integral part of the PIPS system and takes place
approximately once per week.

As a result of this testing and the associated improvements made to the
model, PIPS was declared operational on 1 September 1987. Examples of PIPS
output and results from model-data comparisons are presented.
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The Polar Ice Prediction System-A Sea Ice Forecasting System

I. Introduction interaction of air, ice and water. The theoretical work
Prediction of sea ice characteristics in the polar of Thorndike et al. (1975), Rothrock (1975) and Coon

oceans is of great practical interest, as location of the (1974) enabled the development of dynamic/thermo-
* ice edge, ice thickness and ice concentration impact dynamic ice models. Thorndike et al. designed an areal

both naval and commercial operations. In recent years, ice thickness distribution function. In this model, thin
real-time forecasting of ice motion, ice thickness and ice is redistributed dynamically into thicker ice
ice edge location (concentration) has been emphasized categories (ridging) in response to deformation.
with operational models now running at the Fleet Thermodynamic effects cause the relative amounts of
Numerical Oceanography Center (FNOC) and at the ice in each category to change. Rothrock provided a

* National Meteorological Center (NMC). means to couple ice thickness to the ice rheology by
Early sea ice forecasting models run at FNOC used suggesting that the rate of work done on ice by ridging

empirical models of interactions between wind, ice, and is related to work done by ice interaction forces. Coon
ocean. The first such forecast models predicted only developed the concept of a plastic constitutive law for
ice drift. The Skiles model (Skiles, 1968) defined ice sa ice. These ideas were combined with the thermo-
drift based on geostrophic winds and mean ocean dynamic sea ice model of Semtner (1976) to form a

* currents. The empirical results obtained by Skiles were dynamic/thermodynamic sea ice model (Hibler,
based on a limited data set relating 15 days of ice drift 1979; 1980).
from four ice stations to mean sea-level pressure fields In 1984, the Naval Ocean Research and Development
from the U.S. Weather Bureau and mean annual Activity (NORDA) began to test the Hibler ice model
currents from the U.S. Navy's Hydrographic Office. as a possible operational forecast model at FNOC. The
The Skiles model was replaced by the Thorndike and Hibler model has the advantage of being able to predict

* Colony (1982) model in 1983, a free-drift model. This not only ice drift, but also ice thickness and ice con-
model is based on a relationship between geostrophic centration (ice edge). Full implementation of the Hibler
wind, ice and ocean currents determined by a statistical ice model at FNOC was completed in the summer of
analysis of 5 years of drifting buoy data. Although this 1985. The sea ice forecasting system was designated
model predicts the motion of pack ice fairly well, it the Polar Ice Prediction System (PIPS). During fall
does not take into account the important effects of 1985 through fall 1986, an operational test of PIPS

* changes in ice thickness, and ice concentration and was conducted. The test involved comparisons of ice
internal ice stress on ice motion. drift from PIPS versus ice drift from the existing

In addition, FNOC also uses the Gerson model operational model (Thorndike and Colony). Both
(Gerson, 1975) to predict ice thickness at a number of model drifts were also compared to actual drifting buoy
specified points in the Arctic. This model uses statistical data. In addition, ice edge forecasts from PIPS were
procedures based on the relationship between degree- tested against the ice edge determined by the Naval

* day accumulation and the growth and decay of ice to Polar Oceanography Center (NPOC).
forecast the ice thickness at a particular location. This report provides a brief technical description of

Over the past 10 years, great strides have been made this model, presents results of the operational test, and
in designing highly sophisticated sea ice models. The describes the PIPS output.
first of these models concentrated on the correct
thermodynamic treatment of ice and its interaction with

* the atmosphere and ocean (Maykut and Untersteiner, II. Description of the Model
1971; Bryan et al., 1975; Semtner, 1976; Washington The Polar Ice Prediction System uses the Hibler
et al., 1976; Parkinson and Washington, 1979; and dynamic/thermodynamic sea ice model as its basis. The
Manabe et al., 1979). Free-drift models, such as the ice model is defined by five major components: a
Skiles (1968), the Thorndike and Colony (1982) and momentum balance, ice rheology, ice thickness distri-
the Overland et al. (1984), concentrated on the dynamic bution, ice strength and an air/ice/ocean heat balance.
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The momentum balance used to determine ice drift categories and allows ice to grow/decay in each
is given by category. The seven levels are equally spaced between

0 and twice heff, where heff is the effective ice thickness
m -- nmf k x u + + r,-ig grad 1 + F, (Hibler, 1979) or mean ice thickness over the entire erid

Dt cell. For periods of ice growth, snow cover is also
divided into a seven-level linear distribution of snow

where in is the ice mass per unit area, u is the ice depths equally spaced between 0 and two times the grid
velocity,f is the Coriolis parameter, T. and T. are the cell mean. When melting occurs, snow is assumed to
air and water stresses, g is Me acceleration of gravity, be uniformly distributed over the ice covered portion
H is the sea surface dynamic height and F is the force of the grid cell. Snowfall rates are based on monthly
due to variation in the internal ice stress. Ice is con- mean climatological values (Maykut and Untersteiner,
sidered to move in a two-dimensional field with forcing 1969; Parkinson and Washington, 1979). This
applied through simple planetary boundary-layer improved treatment of thick ice resulted in an average
formulations, increase of ice tLickness of 50 cm over the PIPS

The air ard water stresses are defined using constant domain.
turning angles The equations for thickness and compactness are

T, P, pC'j UI (Ul OS~ + k X tJ sin+) ah a(uh) -a(vh) +S ifso--- + Sh + diffusion

T,, =pA C,. U.,- u I [(U- u) cosO at ax ay

+ k X (U,.- u)sinO] , aA a(uA) a(vA) + diffusion,
at ax a.V + S

"where u is the ice drift velocity, ,5 is the geostrophic
wind, U is the geostrophic ocean current, Ca and C where Sh and 5 A are thermodynamic terms defined by
are the air and water drag coefficients, p. and p,. are
the air and water densities and , and 0 are the air and h
water turning angles. For a more d--tailed discussion S= f A + (I - A) f (0)
of model dynamics and the spatial finite differencing
code, see Hibler (1979).

The ice rheology, a viscous-plastic constitutive law, f(0)
relates !he ice stress to ice deformation and ice strength (I - A) if f (0) > 0
in the following manner: 0 if f (0) < 0

o,, = 2r (E,1I P ) El + [4 (Ey I P) - '7 (EliI P)]

EAA d,- P6 /2, + 0 if S>0

where o, is the two-dimensional stress tensor, E, is the 2h Sh if S<

strain tensor, P12 is a pressure term, and 4 and rl are withf(h) as the growth rate of ice of thickness h (heff)
nonlinear bulk and shear viscosities. Ice flows andhf , a te g r cateoofitco thick n th in
plastically for normal strain rates and deforms in a a fixe demrationbw h ic an th
linear viscous manner for small strain rates. ice t md s ulation, in the

The ice thickness distribution takes into account the seven-level ice thickness calculation, heff is the
ice thickness evolution as a result of dynamic and ther- averaged seven-level sum of ice thickncs, ,rcluding
modynamic effects. The PIPS model originally used the calculated snow and ice thickness changes. The term

a two-level approach (Hibler, 1979). This approach Sh is the net growth or melt of ic. S, is the change
designates that ice is broken up into two categories, in compactness due to the gro,.th or decay of ice.
thick and thin, and that the division between the two Ice strength is teqted a- a function of the ice
is 0.5 m. The compactness, A, is defined as the area thickness distribution and compactness given by the
within a grid cell covered by thick ice, while (I - A) equation
is the area covered by thin ice. This treatment resulted
in an average ice thickne, over the Arctic, which was P = P* h exp [- C (1 A)]
too thin when compared to observations (Preller et al.,
1986). To correct for this bias and to include the strong where P* and Care fixed empirical constants, I is the
dependence of ice growth rates on thickness, a seven- ice thickness, and A is the compactness. This relation-
level ice thickness calculation used by Walsh et al. ship shows the strength of ice to be strongly dependent
(1985) was added to the PIPS model in March 1988. on the amount of thin ice [(1 - -I)1. It iiso allows
This method divides the "thick" ice into seven the ice to strengthen as it becomes thicker.

2



The thermodynamic portion of the code determines Ml ht U i, the ut Iace albCdo, F. iP, tile surface tern-
growth and deca. rates of ice based on a heat budget peratuJr, of ice. I. i-s the tir tellpcrature. 7 is the
balance betNveen the atmosphere, icc and ocean ssater tclnperat tie. L i, the geos rophic \\ind, q, is

* including the effects of heat absorbed by leads via t N1~e ti, ,' th,. icc surface . ,

lateral mixing. Similar to Serminer's (1976) formula- iiconit, short sa~c radiation, /I s the imcoiiiiine
tion, heat is transferred through the ice by assurinu lone , ave radiation. 1j, i, the mulk sensible heat
a linear temperature profile along ,with a constant ice transfer coefficient. I), i' the bulk latent heat transfer
conductivity. When open \,ater is losing heat to the coefficient (\ater or ice) and I), is the Stephan-
atmosphere, thc heat budget growkth rate- -ire t2ken " ' ...... "c ,t, ,f,_ emissivit v. This+,O~tluzi-al culri.nt fijlies the ura' T-h""s

* to be \vertical growth rates. When open water absorbs surface heat budget defines a surface temperature for
heat, the heat nixes underneath the flows to reduce tile ice k hich balances the heat budget. This
the vertical growth rate. Any remaining heat can either temperature then determines the conduction of heat
cause lateral melting or raise the temperature of the through thc ice and the growth rate. If the deried
mixed laver. In the presence of an ice cover, the temperature is abovc frecezing, it is set back to the
mixed-layer temperature is always set equal to freezing. t . Surface and bottom ablation rates arc

eThus, excess heat absorbed by leads is used for lateral then determined by the imbalances in the surface heat
melting until the ice disappears. During growth d
conditions, ice is not allox, ed to forn until the mixed budget and hv conduction of heat into the mixed layer.

Heat transfer from thle deep, sarnmer, ocean w~ater canl
layer reaches the freezing temperature of seawater. et h raed a a constant\o as a ate hat

In tt t o-lvel\crionof he ode, fllo ing either be treated a,, a constant or as a +ariable heatlti the two-level version of the model, following
flux into the mixed la\er. For a detailed discussion of

Bryan et al. (1975) and Manabe et al. (1979), the effects . portion of the model, see
of snow cover are treated such that tillei te thermod Aamic litin ofthe mel sed

albedo is that of snowN (0.75) \hen the calculated Hibler (1980). A detailed listin of the dalues associated
surface temperature is belo N freezing and is that ofby this
snow-free ice (0.616) \s len the surface temperature is in Table I of Prellet (19,85).

at the melting point. Thus, the upward heat flow, 1 Model ('rid: The opetational PIPS grid was designed
through ice of thickness h is as a subsection of the :NOC Northern Hemisphere

polar ziterographic grid. I tie model grid covers a
1,, = (K !h,l(T 7*, ,. region including the central Arctic, Barents Sea and

the northern half of tie Greenland-Norwegian Seas.
where K is the ice conductivity. T is the water An averaged tnapping factor is used to approximate
tempe at ure, and T1, is the surface temperature of the equal spacing for the FNO( polar stereograthic grid
Ice. in the region of the PIPS domain. The ice model grid

In the tt,,,e cI ca,u sic, is parameteriied only is defincd as an equally spaced, 127-kin grid subset of
thriugh the sut face uLIfdos 1 hile the rev seven-level the I-NOC northern hemisphere polar stereographic
formulisn uses the aCc.umulatCd rates from Maykut grid. The resultant ice model dimensions are 47 • 25
and Untersteiner (1969) and Parkinson and (Fig. 1). The operational PIPS model timestep is
\a-hington (19-19). 1 c ih.Lrmal conductivity in the 6 hours.
seven-le, el case is a single value based on a W.ighted All boundaric, of the tnodel are solid except for the
sum of snov, and ic- conductivities southern boutndar\ in tile (ienland-Nor\ecian Seas.

A K This region contain, t,.o tk, of "outtl]t "' grid cells.
Ice can be tra ,teir d initt these grid cells only by

(K sni i - t , / advection and once there, floxs out of tile baitl.

where h, , is the ice thicknes at that level, Sni I l is
the snow depth at the same level, K is the sno, Iil. Forcing
conductivity, and A', is the ice conductivity. The Both atnosphicil and oceanic I orcitoi are nccessar\
prescribed surface albedos used h Walsh et al. are 0.80 to drive the ice model. Atmospheric forcine is obtained
for snov% and 0.65 for ice. from the Na\\ ()perational (lobal Atmospheric

The surface heat budget, after Parkinson and Prediction S\stem (No()A(IS) (Rostrmo. . 198f1f. Fhis
Washington (1979) aid Manabe et il. (1979), is glohal attn1o1phe1i c m ldl pi ,,.ide,' ,,eac psressure
g* c +,'fields. x, I ich a re ii,,d to .letcerm i ti geost rophiic \ inud,,

-.+)I 1 ~In addition to ,it lacc pressure. the N()G!.kPS model
or) I-, + 1I D/ I. 7 .,' also pro\ ides ,ll titae apor pressure (used in Coll i nc-

1). L'. '(t,.(F 1.. (1t./ ion iti stirface pte,,tire to dctermine the specific
hliitidil\ it the ic ufac. filCe air temlpcrattre,

1). F1, tA 1l) ( , 1,) . iIcoiI o ..l ion tfiort ,sa,). sensible fica:

0, - l l l l~l p= ~



flux, and total heat flux. I lie last three fields are used gridded ice concentration. This concentration field is
to determine long wave radiation. a digitized version of the NPOC weekly ice concen-

Oceanic forcing exists in terms of monthly mean tration analysis. The weekly NPOC analysis (Fig. 5)
geostrophic ocean current,, and deep-ocean heat fluxes. is a subjective analysis derised from all availablc
These ocean currents and heat fluxes were derived from remotely sensed data (AVHRR, Visible, Passive
the Hibler,, Bryan (1984; 1987) coupled ice-ocean model Microwave) and all available observations (ship, plane,
(Fig. 2). The effects of the variability of ocean currents etc.) (NPOC, 1986). This field is hand digitized once
on ice drift has been shmo n to be important over long per week by NPOC and is transferred to FNOC. The
time scales (Thorndike and Colony, 1982). On the time digitized data is then placed on the model grid and read
scale of a forecast (5 days), the variability of the ocean igithed moa el s n p ae o n t iliza n reld
currents has a much smaller effect on the ice drift than
the variability of the wind stress fields. For this reason, The PIPS model assimilates this data in the following

monthly mnean ocean currents can be used with some manner. A model restart field is read in (either a 24-

degree of confidence. hour forecast or climatology). PIPS then checks to see
Including monthly mean deep oceanic heat fluxes if an NPOC analysis field is available. If the analysis

has resulted in a tremendous improvement in the field is older than 4 days or has been used within the
model's capability to predict edge location in the past 4 days, then an "update" is not made. Otherwise,
marginal ice zone. Hibler and Bryan (1984; 1987) have if the NPOC analysis is available, the model replaces
shown that this oceanic heat flux can melt large its entire forecasted ice concentration field with the
amounts of i,-e in the marginal ice zone (Fig. 3). Similar NPOC analysis. Two additional fields are then
results were seen in our testing of the Hibler model updated: the ice thickness and the heat stored by the
coupled to the atmospheric and oceanic forcing ocean. The new concentration field is compared to the
described above (Preller, 1983). Figure 4a shows model-derived concentration field. If no ice exists
contours of ice thickness for a case with constant where it did exist before the update, then the ice
oceanic heat flux of 2 W-m 2 (a value normally used in thickness is set equal to zero and a small amount of
the central Arctic) used over the entire model basin.
Figure 4b shows results of a case identical to that shown heat s added to the open-ocean
in Fig. 4a, except that the monthly mean heat fluxes centration has been added to a previous open-ocean
have been used. Including the monthly varying heat region, then the ice thickness is updated in the
flux results in a dramatic improvement in ice following manner

edge location. If 0.15<A<0.5 and H<0.5, then H = 0.5
Ideally, one would prefer to have an ocean model,

coupled to the ice model, which can predict the varia- or
bility of the ocean on the same time and space scales as If A>0.5 and H<0.5, then H 1.0
the ice. To date, ho% ever, three-dimensional, coupled,
ice-oCan models are still in tthe development stage. and heat is removed from the mixed layer.

IV. Initial Conditions V. Run Schedule and Output Fields
The PIPS model can make use of three different The PIPS model is run once per day, producing a

methods of initialization. Each day the model makes 120-hour forecast on the OOZ GMT watch. The length
a 120-hour forecast. A file that consists of the model's of the PIPS forecast is limited by the length of the
24-hour forecast of ice thickness, concentration, ice NOGAPS forecast (120 hours).
drift, surface ice temperature, and heat absorbed by Model results, output at 6-hour intervals, are saved
the open ocean is sa\ ed. rhe model uses this 24-hour during each forecast period and are available for
forecast as its iestart fied the next day. If the restart distribution near 0600 GMT. Products are sent to
field from the previous day does not exist, the model NPOC via the Naval Environmental Display System
searches back as far as I % eek. If restart fields are not
available, then model climatology is used to restart the (NEDS) graphics. The PIPS model produces six

different output fields in conjunction with each day'smodel. The model cL'ina10olog}' ontains monthly mean

fields derived from 3 years of model integration driven run. Included with these six PIPS fields is an associated

by 19R6 NOGAPS forcing each year. At the end of product used for comparison with the PIPS results;
the 3-year integration, thc model has reached a cyclic surface pressure fields from the NOGAPS model with
steady state. These -steadv state" solutions form the Planetary Boundary Layer Northern Hemisphere
model climatology. (PBLNH) model winds overlaid. The following fields

Once per week (usually Friday), in addition to the are chosen from the model's forecast results to be sent
rcstart field, the model is also given a new field of to NPOC as NEDS graphic products:

4I



1. Ice Drilt (cumiulatixe) Ilall 24. 48, 72. I 1 un 1986 until 15 ( )clohcr 19S46, thle Mtodel \"ds

96, I 20 U pdat Cd approx ittatC clx C Once pcrxCCk Hi11t12 J diLcItilCd
2 Ice Thickness, I an 0. 120 icc anaix sis preparcd h\ NPC I) ( li both case,, thle

*3 . Ice Concentration Iati (), 120 primla rx Out put prOdcl et cx a nat Cd xx crc 1,e drift, !cc
4. Dix ereenCeI coMClt ete Tail 48. 96, 120 conccnt ration, and icc cdee. ie Phasc I cx aitat ion
i . 120-h1our icc thick ness diffcrence \% as performed in aI na~dl~l% tat ~ le xLma 10r0ti to th0 ';Wk
6. I20-hourF ice conIccnttat ion difference Of' initialitat ion Updatc data ax ailabIC d urine thiat
7 . Surface pressure w\ith 'Fail 0, 120 period. The Phase ii cx aluation \\ as performed in a

PBLNH xxinds, in11-10 more quant itat ixc man ner (I tickecr and H ihler,

Tait indicates the forecasted time front the intit ializa- 1 987a). The findinI~ 1' of Ic ker and Hi hic, xx crc
tion of the da\'s run (i.e., Taii 24 is a 24-hour forecast). rex iexx d h% NPOC, attd a unitniarx ofihis, rex iexx \x\as,
These Output fields Itaxe been speciltcallx chosen to forxx arded to I-NOC at thle cttd of' tite tcst period. The
prov.ide guidance prod ucts to NPOC. The 120O-houlr finidings of the ex aluat iotr plu', addit iotnal q nant itatixe
difference field for ice thickness and concentration xxere evaIlation Studies performned hy NORDA. %%ill be

* specificallx d&signed to assist inl niaKIF1 a x cckl\v discussed in the folloxx ttic secol''s.
forecast of)I ice concentration and ice edee location.

The PIPS model prov ides nine nexx. sea ice products B. Statistical Comparisons with
when cotmpared to previous operational models Buoy Observations
(Gerson and Thornldike and Colonty). Ini addition, Thle drifting buo\ s inl thle .,rctic hlave been monitored

reo1 to PS ride tall is ecesn ora. The onl aphigert hr the Arctic Ocean Buo\ Program at the University
* reoluiongri thn is pedeessrs.Theonl weent of' Wasitinpcton's Polar Science ('enter (PSC) (Colony

disadvantage of' the PIPS model is its coverage. The an uo.19)sicl'9 PCrvxsesntly

PIPSdomin izeis imied b th exstig oean raw data from the Service Argos system in particular,
currents and heat flu xs. Thus it is limited to a basin
size similar to that Used by Hibler and Brvatt. This position, atmospheric pressure and temperature. These

problem isbeing addressed in basic research and bo oiinx ihaercre prxmtl
devlopentproram atNORA, s xellashourly, are presumned accuLrate to xx ithin a fexx hundred
deveopmet pograns t NODAas \ellas oher meter-s. For purposes of model verfication, a daily

laboratories and unix ersities wNhere coupled ice-ocean
models are being designed. average buoy position from PS( is used to determine

ice driftt. T I- poitionN are cix en as latitude-lonigitude
The PI PS job, streamn fuLnctions ott xx o mainrfratmes. lctosdtrie u otredcmlpae.A

Thle NOGAPS-- miode! is run on thle (4-P-ipe) CYBER lctosdtrie u otredcmlpae.A
20 .Theoutut ria NOAPS tie O~at Curen.,, present, ice drift is tire sintgle model oultput, xx hich can

and heat fluxes, the model climatology and tire model b alated in a Irighl r quanltitatix e manner.

restart fields are aill stored onl the CYBER 205. -The Comparisons made in these cx aluations included
~!l~U ~ct i~c ~ v jsr" flr contparing not o1t1\ P~IPS Ice drift to buoy drift, but

C~rr. nr disk),.olipalil inc j di t from thec\ex;-,ing operational
CYBER 860t. Vhe ice tuodel is ruil on the CYI3FR 205 mnod,! (tihe Thor ildikc and (iolori odel) it, tire buoy-,

and tenrats otpu Ods. xhih ac ttentrasfered and to PIPlS. I-or PI PS to he declared anl operational
*to and plot ted oil the (YBER 860. A\ 120-houir forecast moeiscedl'shudeatests zdasr

requires, apntrovimatclv, 50 SeCOrlds of cpu time Ott tire nbedter tsa icet drftisl he ti latnsgdaso
CYBLIZ ~~~~bete than that ofpp thew1cJ e0xistingfC]tie operational model.
xj~lL 2e a' mp ) it;1;lv 0 seordsot J~t t nCIn performing thiese cottparisons it must be noted

on thle ( YBI: R 860W
thtat tire buloy Cirttt represents tile dift of a pariicul.-
ice floxx, xx hich may not miox e ni thle same manner as

SV1. Verification Techniques t he ice that !irroutnds it. P1IPS ice drift, hioxxever,
represents an average ice movement over a 127-kmn-

A. User E~valuation of PIPS Output area.
Products As a result of' the ev aluation performed by Tucker

Tire useCr cx alulat iOn 0 PI PS xx as perfortmed for and Hibler, NOR DA also performed anl cxaluation
NPOC bx Walter Bi. -Tucker- Ill of (RRLI ind uising. model ice drift derix ed using 1983 NOGAPS

* Williant 1). ft ieir Ill of' lart tuotith Ct(ollec7. The forcing (a NORDlA standard test data set) x ersus the
model cx altiat iontt xa,, done itt t xx o phases. l it Phase I. 1983 PSC hbuox data. For t his C\xaluiatioti a number of
wxhich ext erdced from 15 Nox cnnher 1985 to statistical values weLre calculated, such as the mean and
15 %larch 1 986, thle model xxas initial i/cd stict lx from standard dexiat ion of eaclt data set and( the mean error
its ()5 it VCnerated restIart field Or frVotit 1 tttOdel -den x d and root -nieatr-sqijarc error bet xx eci dat a sets, as xxell
climiatoloL\. lDurinL! ihase 11, xx ich ec'xtcd front as an ittde,\ of- agreietent (after Vxillmnott . 981, 1985).



C. Comparison of Model Ice and replaces the model-dcrixcd tickd. lhe diitized

Concentration to Ice Concentration NPOC field undergoes qualitx control before being

used by the model. When the field reaches I- NOC, a
from NPOJC NEDS graphic product i>, created, [hi, graphic iN

Aside from ice drift, a some, hat quantitative re, iewed by both N POC and ENOC. If th, product
comparison can also he made of model ice concen- is not satisfactory, then it not ucd. If it is satisfactory,
traiion to the ice concentration derixed from a tile field undergoes additional machine quality control
subjectivc wNeeklx analysis available at the Naxy before it is accepted. The date of the initialization
National Oceanic and Atmospheric Adminstration usually lags the analysi, date b% 3 day, analysis
Joint Ice (-'enter (JiC) (NP(OC, 1986). The PIPS Tuesda}, update Friday).
concentration fields and ice edge were L uantitatixely During this cxaluation, a more regional statitial
compared to the NPOC analysis and evaluated by study of ice drift, ice concentration, and ice edge was
Tucker and Hibler (1987b). Included in this paper are made. Eighteen buoys were aailable during the total
quantitative comparisons of the most recent PIPS Pha, e 11 period, wkith apnroximatel 12 a.ai1able at
model ice concentration and ice edge information to anv one time. None of these buos, xxa,, located in the
the NPOC dat. -eastern Arctic, so the comparison \%as related ,trictlv

to tile central and xxestcrn Arctic.
VI1. Operational Test Results Cumulative vector plots xere calculated [or thiee

indixidual periods of approximately 37 da\s each. The
A. Phase I Results cumulative vector plots were calculated by summing the

The Phase I evaluation (Tucker and Hibler. 1986) .v and v .omnponents of 10 clison :ore,'at day,, during
took place during winter conditions in the Arctic. For the 37-day period (usuall\ as a \\ednesday and a
this reason. qualitatixe exaluations of ice edge were Saturday forecast). Buoy locations ,,ere interpolated to
performed only in the Greenland Sea and the Barents the model grid and ice drift calculated from the location
Sea because the Chukchi Sea was ice covered, change. Tucker and Hibler showed that the PIPS
Comparison shoked that the model ice edge was model drifts xxerc excessive in not cases ;%hen
located farther south than indicated by the NPOC compared to the buoy drift. The\ also found that tile
analysis. Week-to-week displacements of the edge, error in direction was highly variable, depending upon
hoxwever, were generally in the right direction. The con- the location of the particular buoy obserxed and the
clusion dra n was that without an} initialization data, time of the year (Augusi directional error x as the lar-
the model predicted too much ice in the winter in the cest ofthe three summer months). Tucker and Hibler
marginal ice zone. This excessive amount of ice is also compared PIPS cumulatixe drift to the drift
pmobablv due to error, both in the atmospheric forcing derived from the operational free-drift model ri. 6.

and in the crude tem poral and spatial variability of This f r o w the anitudnaof the drift oi .

theThis figure sho ed that te magnitude ofttin drift ro
the free-drift model was substantiall\ less than that of

\\hen model ic: drift xxas qualitatixelv compared to PIPS and often was in hetter agreenent x, ith tile
buo\ drift. they agreed reasonably vell in direction but
xx erc bia,,cd fast. Model drift agreed better v ith b,_o} Tucker and Hibler (1987b) calclated statistics fordrift it, the Ba,'t Sea than in the central Tukranrilecticb.aluaedsaisisb

Arctic. forecast buoy drifts over 24-hour interv als accumulated
During tile Phase I examuation, tile [NOC

CYBE R 205 \N as down for approximately I w eek. As o er the I 0-day forecast
a result, the P PS model xas initialized from the Hibler, 1987b). The xv and v component errors
a relttil ed PIPSmodlwas Tieenitiareveal twoe (Ax and AY) and the mean error vector magnitude ratiot-jiniiolo~v. his e!"t reveled ,7 showv the PIPS drift to be too large in
points about the PIPS system. First, it could be success-
fully restarted from climatolo'v in such an enmerency magnitude. xxith Ve IVbs ratios varyitg from
situation and, second, xith no other means of initial- 100 to 2000'. High correlation coefficients (R.x. Rv)Sit~tio ard, eco d, %iti n oter ncals f iitil- -dicated that a linear relationship existed bet%%Len
ization it took the model approximatel} 2 xweeks to liea rioship est te
return to a state similar to that before the restart. obsered and predictc, I

correction to this magnitude problem may be a simple

B. Phase If Results linear correction. Similar statistics performed for each
buoy show that model ice drift predictions are best in

1. Comparison with Buoy Observations the Beaufort Sea and are xxorst along the Alaskan
The most significant change to the PIPS for the coast. Near Alaska the proximity to the land,,sea

Phase Ii evaluation \was the addition of a weeklv bo!indirv and the coarse resolution of the model max
update/initialization of the system by the digitized ice result in poorly predicted ice drifts. Ice drift error close
analysis from NPOC. Whenever the entire analxsis is to the pole, although better than that at the Alaskan
available at FNOC, it is incorporated into the model coast, seems highly variable.
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As a result of the "THdings from the Inckcr-llihlCr lor thJs Cio. (It cx",'. 22 hIiu', Cl V . .
evaluation of PIPS, an intense statistical ,tud% ot although not all \%crc a\alilahilc )\cT 1Lh
available %ind forcing at I-NOC and resultant model- ti iure 8 sho\s , the monthl 'c men 2-h4-,
derived ice drift was made b\ NORI)A. For PIPS to magnitude of the ice drift ascragcd o\ci all ,\,i iIv.
successfully pass it, ,duat ion, it must be ,able to buoss. Note that c\ccpt for I cbruar,, (he IlIlS m ,d.,i
predict ice diift -'cast as well as or bette than the drisen b\ the Pt31,NH ssinds Lenc thc lar-'.t dwi:,
free-drift mc, As shown in Figure 6, this was not \\hen driven by geostrophic wind,, resuhani Pll c
the case. One would suspect that a model with more drift sas generally smaller and in better agrocmunt
comntcte physics and a detailed ice rheology should but was not as good as the ice drift from the Ihortidikc
s o 

)A an improved prediction capability. Why did it and Colony model. To improve the comparison of the
result in less accurate forecasts of ice drift? PIPS model ,ith the buoy drift, the drag coefficients
The free-drift model uses geustrophic winds \kere reduced until the best agreement ssith buoy data

calculated from NOGAPS surface pressure fields. PIPS was reached. Best agreement was reached when the
used the FNOC marine boundary layer wind,, produced drag coefficient for the PBLNH ssas reduced to
b\ the PBLNH system (Mihok and Kaitala, 1976). 1 x 10 1(approximately a factor of 3) and %%hen the
which relates analyzed and forecasted synoptic scale drag coefficient for geostrophic winds kkas reduced to
variables predicted by NOGAPS to the small-scale 0.8 x 10 ' (a factor of 1.4). A value of I x 10 " is an
,ariables that describe the turbulent surface layer. The extremely small drag coefficient for surface ,,inds.
PBL.NH computes vertical profiles of winds as a Therefore, geostrophic winds, using the 0.8 x 10 '
function of the Monin-Obukov length scale. The winds drag coefficient, was chosen as the more realistic
input into PIPS are calculated at 19.5-m heights approximation. Use of the geostrophic winds also

* (a standard level used for FNOC operational products). reduced error in the region near the pole where the
\\hen comparing these two ice drift fields, which PBLNH winds contained a singular point. Figure 9

are predominantly \kind driven, one would hope the shows the comparison of mean PIPS drift driven by
ssind stress fields are also comparable. Figure 8 shows geostrophic winds with C) = 0.8 x 10 ' to the free-
the eight-day average difference in May of stress from drift model and to buoy observations. Note that the
PIPS calculated using the equation PIPS model is now better than the free-drift model for

10- 8 out of the 12 months.

T1 1 \J z Pc. C,,, v v =C,= 2.7 x 104  Figure 10 shows the monthly averaged 24-hour
forecasted RMS error between PIPS driven by

minus the surface %kind stress calculated from geostrophic winds and buoy data and the free-drift
geostrophic winds using model and buoy data. Note that from January through

May and from July through August, the RMS errors
T_ 0, C, C (L, V os C c k x U sin)" are almost equal to each other and are less than

15 cm,'sec. From September through December the
C 1.2 , /0 23. average RMS error rises in both cases, but PIPS does

substantially better in October and November. PIPS
Ihi,, result sho~sss that the PBLNH wind stress is is also dramatically better than free drift in June. This

larger than the geostrophic wind stress by more than increase in RMS error for free drift takes placc during
1 i dnc i cm- in a number of regions. The only place the months of seasonal transition in the Arctic. arid
"here the PBINII stress is less is in a small region could indicate that free drift was not a good assumption
about the pole. The PBLNH stresses are originally for ice during this period of changing ice conditions.
calculated on a spherical grid and then interpolated Figure II shows the monthly averaged 24-hour
to r ,lar stereographic. This results in a singular point forecast index of agreement between PIPS and the
at the pole. Thus winds near the pole are often buovs and free drift and the buoys. The index of agree-

• erroneous. If the difference between these wind stress ment reflects the degree to which the obsered value
magnitudes was due strictly to the drag coefficient, then (buoy) is accurately estimated by the predicted value
one would expect a constant difference over the (PIPS or free drift). It is not a formal measure of
domdin. Figure 7 shows that this is not the case. correlation, but is a measurement of the degree to

A-\s a result, identical test cases of the PIPS model swhich a model's predictions are error free. The index
were run using 1983 NOGAPS forcing with only one of agi.ement is expressed as

* difference. In the first case, the PBI.NH marine winds
were used. In the second case, geostrophic winds
calculated from NOGAPS surface pressure were used. Y (P 0,)-,
Statistical comparisons were performed on these two d I
data sets, compared to buoy data and also to ice drift I + o,
from the free-drift model.
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here 1. Ice D~rift -,s. Buo% D~rift
0) o[)sclf\ \al Starting. onl 17 )Lune 198-, NORD1A began to -)tIbma

- predcted aluebuov fixes front t he Ser\ ice A RGO S s\ stemn on a daily
[)is], 0ig 1). A statistitcal ,tLIad\ sinla I r ' ')tt

'a d presenrted in section VI B wkas condctedIC. Statistics \cr
1() 1- 0) performed onl consecutIive, approk:FMatl 2s ek lo

dat a -cis os r Il ft period of I \car. Table I sho\s' thre
f~ ~ ~ mean, I able 2 slioss s thle R\IS error, and Table 3 shos

s here the tinde\ of agreement for the ice drift magnitudes

() ibst cc ~fromt t hl rear -long test. We have included inl :hese
abes. thle uipper and loss er bound s alues associated

P predIic mnicl ss it hthe 95 "o con fideniceinter al. The con fidence liits

,ilne 01 1 i0 (It ttPO) 1 ideates per feet aereemnent are C1tl1tilated L ig lli a nnprariri c approaci firm
bet ss eeri predictck I at111d Oh-el\Cd s :Il LIeS ( \\ illirnott I fronl (1981 a, 1981h b arnd F fron and Gong (1983),
1981) I Ili redsotimtdxof ailelri folloss thie called the bhootstrrp. The bootstrap makes no
rend,, in t1lie R \1S c:i ol qite closely D11ur1ne all J pr'iori assnpt ion about tile pr-obabi lit v density5

mnontli'ls excpt \;)!11im_ s .te['P mdl ti function becine, ana Il'ed, buit creates an empirical
a hi elieri mdes. of ac rieetn ih tiides. ot aureement di stlri buitt~ on unet ion br resam pling a set of
I or -ft c-c d r Itit i I It LI Iula Ir poorI dUrine! tI Ie N tdependertt obsers at ions (Wi I Irot et al-., 1985).
sealsori1 i t rawliion pet tods as indicated h.e the RMIS. This test case shoss s that P'IPS results are better than

free drift ii tlie mean: ho\es er, the\ hase simlilar R MS
2. Ite ('oncentrttion-lce Edge Comparisons errors and PI PS has a slielhtly bet'ter index of aeree-

IIPS cticttationlltd Ice edee location01 f orecast.,, ment. Front the RNIS error % aluies, it appears that both
ssere csaltiated tin: 1L 1CIIt' tl iteIce models has e similar -statistical'' accuracs . The index
,tiiijxsi-.fs i N~o 's(t - :ti ough tlim model update takes, of aerereent sho' s that both models are Clowe to and

p Ateapi oxitnalsdC 1 LdJ' IAftet the ajials ss, for these often igtfatLF-grater than) 0.5 in ll t]but the
'OntIIattsons. the date I of1 Udie I pdat icb used as sutnter mnths. I his statistic indicates that beth

[the atnal\ -Is date ttodels are sienificant error- reduinirg des cripti'ons of
I ti k e and [~ b lenIc pet forit med at series of ice drift in all but tile stiner mionths. Althioughl the

c:Onitpa risotis atd slottic slatI ist Ical a ial\ se of (tice P[ 13S index of- agreement implies that neither model is, an
forcasts ci in g thec summtner period of .1ulr October out standing predictor oif ice drift magnitude Ii thre
S9s6 [lie,, toun d aIrt n it orc: t rends appearinrg inl the sumnmer. P1IPS compares more closely \stlj tile

datm ai:rt, thle m~IP nodel forecast loss ercoticent ra- observations in tile me-an than does free drift during
tt' ithe c: Al .\ii i thetir thle N 'OC analysis%. Part ti ie

oft i, i, itfhcoe bcat1ise thle N POC' analysis often
a ]ll~~tcit ~t~t to thle central Arctic 2. Ice Concentration - Ice Edge

55 i c r attos Cr sc:arce. Vhes also fouttd that A niess comparison of model ice edge and ice concert-
the miodel ice Weec often retreated too 'JU ickly itt the t rat .on v s. N POC a nalys is \%as, performed onl model

ss et n rctcrs tilt ilc Iit artecn is amiount of results derived after the change to a 6-h1our timec step.
pen ss tl en~c ill [the ( hiukscli Sea. Aureense> t ,\ as far Similar to Tucker and Ifibler, s\%e dre%% ice concert-

better it] thle e.'stcnt Artic. AlthIotich thle ice edge t ration alonu seven designated lines ;icross thle PI PS
(oIcis'thl I ads aiccd t0o g ikI ood agriercit dontirt (Iiug 13). Represeritat is 5 ne and sumnmer
,skas obscrs ed . c'r en i sit at iiits is hen the mtodel had datL aserts is ee c.hosen. A 24-hour mnodel forecast is as
not bcti ii pdat ed I or 3 siek.cormparedl to art N POC anialysis for that samei day.

Note thfat for t lie winter data (April). all cotmparisons
C. NORI)A EvAaluationl sire mlade - dlays after anl uIpate (ligs. 14a and 14b).

\ itet t lie trodel ' operat torialI es al nat ion, at change Restilt s sito\\ excellent agreement betss en thle mrodel
1A As ttIFIJlICt I' ti It Iliciel s timte step, i educingc it fromt icc edge arid thie N POt' analysis iil thle xiestern '\rctic.
24 hou'iir, to 6 tow ta. I Ili rickt ion siul tircolve thle Iti thle eastern Arctic, thle agrtitn is fairly good:
dlals , arabtilits of the s"(Jar ra1diation attd atiosheric htosses r. thle tiodel cart predict too Imuch or sliehnlv,
teat tiux\es aItl li itios C the i.c c edg forcast. In too little ice at the ede. A\greemzet is serr good in

aiddittot, irytimi tomK. inc10L 'All, chmatie'c to (Ise ihC Lctitral1 Arctic int ssiniter.
Lco -i opl: icsi ml-. A, di mv-.cl Mi tilie pre% ions sctoo. Iinr-.Iaaid151b sho\;, surnrier results along tle
\ft('! these ;I~iiy et ttpcttttdaeOnd ""MIti \C5C'it lites. Results are fromt cases %% here the

Cx ~a~mtioti oftil t' '11del \%I" pert ~r'lICc hr\ N( RIA. rlItodel I as 1 updte eLither CI ot 21 days, prior no the
Is \ali~iit otli l'l I'l" ii'icl is Ml oi'oitie etfon at cottt1paitsott. Ncite'thatitSpenbr.heeaofrcc

N( ikl) \ suhltrte 1itC' iile~l results ltossM that theie edee(LI



retreated too far north in the v. estern/, r,tic. Ho\e'.er, resolution of ihe coast !t this boundar,. As obscr, ed
there is good agreement at the ice ed, 2 in the ,e,,.ern h Tucker and "tibler. the mean t.,ncentration error
Arctic by Octcber. !'or a 7-da, update is L s than that for a loner update

* Figures 16a nrd 16h show the mcan 'onent ratwion (21 da\).
error for the entire line dcpcnidLnt upon the number Iigures 17a and 17b ,hom mean ice _clc e-ror
of days since update for wintcr and sumnier. (model-data) in summer for each line aeraved o',er
Comparison to a s:milar figu e done by Fucker and the tkko 7-day and two 21 -da, update cases. Note that
Hibler for 1986 PIPS results (Tucker and H ibler, in both cases all but twNo of the values fall within
1987b) shows that t.-oe error in 1987 has beer reduced at ± 63 km or one-half a grid distance, the expected error
the 7- and 21-da\ inte, \al,,. In both case,,, large error of the mode!. Results from the cases updLted 7 days
is seen alone line 23, a location nea: the Soiet Ist. 'rior to the run have slighdlv smaller error than cases
Poor PIPS results in thi, region are probably due to updated 21 days prior to the run. The magnitude of
the proximity of the niodel boundar\ hnu lack of the error tor the eastern an., wkestern Arctic is

• Table 1, Mean drift (mriec).

BUOY P!PS FREE DRIFT
CONFIDENCE LIMITS (95G) CONFIDENCE LIMITS (95%) CONFIDENCE LIMITS (95 'o)

1987 VALUE LOWER UPPER VALUE LOWER UPPER VALUE LOWER UPPER

617 .1 065 .0688 1635 .0928 .0733 .1166 .0538 .0415 .0608
724 .069n .0340 1026 0854 .0694 .1103 .0561 .0463 0691

* 809 .0754 0370 .1 '77 .0739 0580 .0896 .0447 .0346 .0537

825 .0780 0q21 371 .0770 .0553 .1048 .0513 .0373 .0660
909 .1C15 .0b43 1443 8C912 .0680 1152 .0560 .0418 0702
1008 .1050 0298 .2020 .C808 .0623 .1158 .0650 .0495 .0797

1114 077E .0372 .1210 1184 .0836 .1552 .0832 .0580 .0960
1219 .0555 .0373 .0778 1055 079C .1328 .0713 0560 .0878

* 1988
105 .0788 .0532 .1144 .0964 .0754 .1214 .0656 .0520 .0808
124 .0985 .0572 .1523 .0898 .0695 .1198 .0692 .0548 .0835

210 0722 0415 .0943 0767 .0568 .1022 .0626 .0500 .0793
229 0776 0549 .1043 .0849 .0626 .1094 .0616 .0477 .07,-
322 0915 0630 1248 0972 .0725 .1253 .0610 .0485 .0985
412 1043 0683 1580 1078 .0783 1445 .0763 .0568 .0985

* 430 0954 0664 12, J 0932 .0730 .1162 ,0646 .0550 .0816
526 .0625 .0442 .0845 .0629 .0461 0839 0484 .0370 .0615

Table 2. RMS error (m/sec). Table 3. Index of agreement (%)

PIPS FREE DRIFT PIPS FREE DRIFT
* CONFIDENCE LIMITS CONFIDENCE LIMITS CONFIDENCE LIMITS CONFIDENCE LIMITS

(95 ,o r) (951i-) (95% 0) (950/)

VALUE LOWER UPPER VALUE LOWER UPPER VALUE LOWER UPPER VALUE LOWER UPPER

617 .0692 .0570 1432 .1155 0530 1633 617 .4765 .2400 3755 .4152 2627 5597

724 .0720 0484 0'56 .0689 0399 0894 724 .5726 .3030 .7690 .4890 .2750 .6739
809 0879 0531 1220 .084 0451 1287 809 .2941 .1300 .5830 3051 0973 .4899

825 1168 0596 .1746 .1101 0504 1667 825 .2187 0449 .5067 .2673 .0510 .5098
* 909 0907 0647 1175 .0982 0605 .1330 909 .5390 .2578 .7115 .5008 .3215 .6445

1008 1862 1018 2740 1788 0800 .2730 1008 2642 .0850 .5070 2825 .0933 .5007
1114 0982 0670 1296 .0898 0544 1180 1114 .6296 3180 .8016 .5160 .2790 .6876
1219 0790 0528 1043 .0528 0375 0678 1219 .4730 .2048 7023 .4740 .2012 6985

105 0694 0470 0932 .0606 0328 0910 105 5506 3038 .7356 5458 2908 7966
124 1220 0603 1677 .1158 0435 1667 124 3815 .1788 .5383 3760 1927 .5703

• 210 0717 0402 .1035 0708 0390 1060 210 6182 .3365 8372 5285 .2322 .7370
229 .0736 .0454 0994 0691 052 .0896 229 4644 .2610 .7137 .5780 .3367 .6051
322 0652 0403 0878 0647 0457 0860 322 6553 3842 .8452 .6192 3812 .7945

412 1110 0535 1615 1055 0490 .1543 412 4103 2313 6883 .4155 .2758 6330
430 0630 0360 0910 064 0374 0904 431) 5646 2990 7836 5574 2770 7352

526 0473 0275 0667 0445 0267 0621 526 6005 3675 7904 5546 3343 7494

9



approximately the same for the case 7 days after more model run, (more year,) are made to create a
update, but 21 days after updating, error noticeably better average.
increases in the western Arctic, indicatig that the ice The NORDA evaluation sho\,e:l a definite improve-
edge is farther north than observed. ment in the PIPS model over the Tucker and Hibler

Winter results (Fig. 18) are all from cases 7 days after evaluation in both the ice drift and ice concentration
update. All values from these results fall within assessments. This improvement was due to use of more
one-fourth grid distance error, showing very good accurate wind forcing (geostrophic ,xinds) and higher
agreement between the model and the data. accuracy in the atmospheric fluxes due to a 6-hour

3. Ice Thickness vcrsus 24-hour time step.

A comparison of forecast ice thickness to observed
ice thickness during the period of the evaluation was VIII. Example PIPS Output
not possible, since observations of ice thickness are PIPS presently outputs 14 fields as NEDS graphic
both temporally and spatially scaice. However, PIPS products. The following figures are PIPS results from
ice thickness has been compared qualitatively to 14 November 1987. In general, the fall represents a
seasonal and yearly a'eraged ice thickness derived from period of southward-advancing ice in all parts of the
submarine data (LeSchack et al., 1971; Garrett, 1985). Arctic.
These comparisons (Preller et al., 1986) showed that Ice drift is represented as "cumulative" ice drift and
the PIPS model developed a realistic ice cover with is output at Tau 24, 48, 72, 96, 120. Cumulative drift
thickest ice developing along the Canadian vectors are created by adding resultant ice drift vec-
Archipelago, thinning towards the pole, and continuing tors "head to tail" at every time step. Figure 20a is
to decrease from the pole toward the Soviet coast the 24-hour torecasted cumulative ice drift from the
(Fig. 4b). OOZ 14 November run. Figure 20b is the NOGAPS

A comparison of PIPS ice thickness versus surface pressure field with the PBLNH winds overlaid
submarine data (Garrett, 1985) was also done basin at Tau 0. Figure 20c is the geostrophic wind field
by basin. Garrett examined data from the years 1960, calculated from NOGAPS surface pressures (from the
1962, 1967, 1971, 1973, and 1975-1982. From this data NORDA 24-hour forecast run). Note that the pattern
he calculated a mean ice thickness for eight different developed by the ice drift closely follows the wind
regions in the Arctic. It should be noted that data was except for the turning of the drift slightly to the right
not available in eery basin for each season or even of the winds. Figure 21a is the cumulative ice drift oer
each year. The PIPS model "as run with the same the 120-hour forecast, and Figure 21b is the 120-hour
oceanic forcing but with several different years of forecast NOGAPS surface pressure. The drift pattern
NOGAPS forcing (1983, 1986, 1987). Unfortunately, established in the 24-hour forecast is still observed in
NOGAPS atmospheric forcing was not available the 120-hour forecast. The only change is when the
until 1983, so there are no resuits that compare directly center of the anticyclonic circulation in the East
to the years with submarine data; however, certain Siberian sea shifts toward the northeast due to the
trends are seen from year to year. Figures 19a and 19b movement of the pressure centers during the 5-day
shoN comparisons of model results from 1986 and 1987 forecast.
to the submarine data. Our 1987 PIPS results were Figure 22a shows the ice concentration at Tau 0 and
often updated by the NPOC analysis, while 1986 results Figure 22b shows the 120-hour forecasted ice concen-
used no update data. Simiar trends exist in both ,ears tration. The concentration in the centia! Arctic is
with tsNo main !ifferences. The 1986 results generally approximately 100%. Gradients of ice concentration
ha e thicker ice in all basins except for the Greenland become tight at the ice edge in the Greenland, Barents,
Sea. This increase in ice thickness is due to the and Beaufort Seas. The dark black line in Figure 22a
implementation of the Walsh et al. (1985) seven-level is a coarse-resolution, ice edge message sent weekly to
ice thickness calculation in the 1986 test case. Poor FNOC by NPOC. The most recent update of the ice
agreement in the Greenland Sea in both cases is due model was on 30 October 1987, 15 days prior to this
to PIPS' tendency to develop very thin ice in the run. These results show an increase in ice concentration
Greenland Sea in the summer and fall. Results in and an extension of the ice edge southward in the Kara,
1987 are slightly better than 1986 because the model Beaufort, and Chukchi Seas, as well as in the area west
was updated kith the NPOC analysis. The update of Spitzbergen. These results agree with observations
corrected the ice thickness near the ice edge, thus from this period, except in the region west of
adding more ice to the (Greenland Sea. In general, the Spitzbergen. The PIPS model often predicts too much
agreement hctween model and data is fairly good. One ice west of Spitzbergen because of the coarse
would expect agreement between data and the model resolution used b\ the Hibler-Bryan model (160 kin),
to irfprove as more obser ational data becomes which does not resol, e the West Spitbergen Current
available (more year,, and seasons for each basin) and or the heat carried by that current.
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Figures 23a and 23b are the ice thickness fields at least as well as or better than the free-drift model. A
Tau 0 and at the Tau 120 forecast. The ice thickness quantitative study similar to that done by Tucker and
contours sho\\ maximum thickness along the Canadian Hibler showed that these changes also improved the

* Archipelago (4 in), thinning toward the pole. At Tau 0, model's ability to predict ice concentration and icc .dye
a small amount of open water still exists in the model location.
along the Alaskan coast and in the Beaufort Sea, but Based on these improved results, the PIPS model
by Tau 120 ice appears to have reached most of the was declared operational on 1 September 1987. PIPS
coast. is constantly monitored on a daily basis by both

Figures 24a and 24b are the 5-day forecast change NORDA and FNOC. Plans for the existing PIPS
* in ice concentration and ice thickness. Changes in both model include the development of blending schemes

thickness and concentration are almost all positive, to blend all available data into the "best possible"
indicating the growth of ice and advance of the ice update field for the model. In addition, FNOC is
edge. Maximum changes in ice thickness are 30 cm in presently running its first high-resolution regional
the Beaufort and Kara Seas, while the maximum model, the Barents Sea model, for initial testing. The
change in ice concentration is 400o in the Beaufort Sea Barents Sea model uses the ice thickness from PIPS

* and 50% in the Kara Sea. These changes in ice as a boundary condition for its northern, open
thickness and concentration are confirmed by the boundaries. Future ice forecasting models expected to
18 November 1987 NPOC analysis, the closest analysis become operational at FNOC are additional regional
to the date of the 120-hour forecast. models, such as a Greenland Sea model, and coupled

ice-ocean models.

• IX. Summary
The Polar Ice Prediction System (PIPS) is a X. References

dynamic/thermodynamic sea ice model used at Bryan, K., S. Manabe, and R. Pacanowski (1975).
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Figure 2. Annual averaged Hibler-Jiryan ocean currents. Maximum vector is 0.1 rn/sec.
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Figure 6. The 14 our cumulative ice drift from 10 chosen forecast days during the period
28 A ugust-4 October 1986. Results are from buoys, the free-drift models, and PIPS. Scale is in nautical
miles.
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• Figure 7. Difference between Marine Boundary Layer Wind Stress and Geostrophic Wind Stress averaged over
an 8-day period in May 1983. Contours are 1 dyne/cm2 . Shaded areas are differences greater than 1 dyne/cm2 .
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Figure 12. Arctic buoys available during June 1987.
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Figure 14. Ice concentration along each line shown in Figure 13 from the model (dashed) andfrom NPOC analysis
(solid). Winter comparison for (a) 10 April 1987 and (b) 30 April 1987. Both cases were updated 7 days prior
to this result.
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Figure IS. Ice concentration along each line shown in Figure 13 from model (dashed) and from NPOC analysis
* (solid). Summer comparison for (a) 11 September 1987 (7 days since update), (b) 2 October !'987 (21 days

since update.
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Figure 17. Mean ice edge error (model-data) averaged for (a) two "7 days since update"
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* Figure 19. Regional mean ice thickness (a) 1986 PIPS vs. Garrett data (1985) and (b) 1987 PIPS vs. Garrett

data. Hatched results are from the model. Percentage values are PIPS thickness divided by observed thickness
and then multiplied by 100.
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Figure 22a. PIPS Tau 0 ice concentration. Contour interval is 0.1 or 1001".
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Figure 22b. Tau 120 forecasted ice concentration from the 17 November 1987 run. Contour interval is 0. 1 or]1%-.
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Figure 23a. PIPS Tau 0 ice thickness. Contour i nterval is 0.5 m.
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